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1 Introduction and Problem Description

Since the early years of logic programming, static program analysis has been a fundamental technique
used to achieve several objectives ranging from sequential program optimization [36, [37, 25l 5] and
parallelization [27, 3] to program verification [[19} 31} 20,32, [18]]. However, static analyzers and verifiers
are typically large and complex, which can make them prone to bugs. This can limit their applicability
in real-life production compilers and development environments, since the tasks they are used in are
typically critical and need reassurance about the soundness of the analysis results. At the same time, the
validation of static analyzers is a challenging problem, with limited literature and few dedicated tools
addressing this issue [4} 24} 38 139, |9, 22} [15]. This is probably due to the fact that direct application
of formal methods is not always straightforward with code that is so complex and large, even without
considering the problem of having precise specifications to check against. This is a clear instance of
the classic problem of who checks the checker. As a result, in current practice, extensive testing is the
most extended and realistic validation technique, but this poses some significant challenges too. Testing
separate components of the analyzer misses integration testing, and designing proper oracles for testing
the complete tool is difficult.

A further complication lies in test data generation. Useful test data is often unavailable or too spe-
cialized, lacking the configurability needed to explore a wide range of scenarios. Even when data exists,
it may fail to trigger corner case behaviors. In other words, achieving good coverage, especially for
specific semantic properties, requires not only proper benchmarks but also diverse, high-quality inputs.
Additionally, the generation of suitable properties and oracles to assess expected behavior is itself an
open problem in many cases.

2 Research Objectives

In view of the above, our research objectives for the PhD are as follows:

* A first objective is the development, improvement, and extensive benchmarking of a practical tech-
nique for testing static analyzers. Our approach here is based on exploiting the particular charac-
teristics of the program analyzers, verifiers, and assertion languages developed for (C)LP.

* A second objective involves the development of novel methods to generate relevant test cases,
that effectively exercise a wide range of analysis scenarios. Our approach here is also based on
exploiting the specific characteristics of (C)LP, and in particular using properties in assertions

© Daniela Ferreiro
This work is licensed under the
Creative Commons Attribution License.

Submitted to:
ICLP 2025


https://creativecommons.org
https://creativecommons.org/licenses/by/4.0/
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written as (C)LP programs as generators and flexible search rules to perform constraint-based
automatic generation of test cases. This will involve pushing the development of techniques for
supporting flexible search rules in general in (C)LP programs, which should also be useful beyond
test case generation.

* A final objective is to prove practically all the proposed techniques in a realistic analyzer and com-
piler. To this end, we develop our work in the context of Ciao Prolog [16]. The Ciao programming
environment includes CiaoPP, a large and complex abstract interpretation-based static analysis tool
which faces the specific challenges that we are addressing. Recently, there has been some inter-
esting work [33]] aimed at verifying the partial correctness of the PLAI analysis algorithm (also
referred to as “the top-down solver”) that lies at the heart of CiaoPP using the Isabelle prover [30],
but verification of the actual implementation remains a challenge. Like other “classic” analyzers,
the CiaoPP formal framework has evolved for a long time, incorporating a large number of ab-
stract domains, features, and techniques, adding up to over half a million lines of code. These
components have, in turn, reached over the years different levels of maturity. While the essential
parts, such as the fixpoint algorithms and the classic abstract domains, have been used routinely
for a long time now, and it is unusual to find bugs, other parts are less developed and yet others are
prototypes or even proofs of concept. We thus argue that the Ciao/CiaoPP system is thus a good
subject for testing our techniques.

In the following sections, we explain further our progress so far in the thesis objectives and the
remaining challenges towards these objectives.

Some of my prior related work: In my previous Bs and Ms work, I developed a tool for including
real outputs from external tools in manuals and tutorials, so that they are always in sync with the actual
tool being documented [1]]. I applied these ideas to developing CiaoPP analysis and verification tutori-
als that evolve automatically with the system they describe, so that they are kept updated and without
obsolete elements [} [2]. I also integrated the Ciao analysis and verification tools in the browser within
the (Ciao playground, which is a powerful, in-browser tool for developing (C)LP code, notebooks, and
presentations that contain runnable examples [26, [11], and that has been used extensively for teaching
Prolog and (C)LP in general.

3 Current Progress and Results

3.1 The Checkification Algorithm

The first component of our work is the checkification algorithm and system [12]: a simple, automatic,
technique for testing static analyzers. This work is based on preliminary work by I. Casso and other
members of the group on the topic [[8], but we have extended it with new ideas and techniques, as well as
implemented it and fully benchmarked it. Checkification combines four basic components (all present in
the Ciao system):

* A static analyzer (the PLAI static analyzer [28) 21} [14]),
* An assertion run-time checking framework [34. |35,
* A (random) test case generation framework [6],

* A unit-testing framework 23|
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Figure 1: The Ciao assertion framework (CiaoPP’s verification/testing architecture).

These elements are combined in a novel way that allows testing the static analyzer almost for free.
Intuitively, the idea consists in checking, over a suite of benchmarks (or generated benchmarks), that
the properties inferred statically are satisfied dynamically. The overall testing process (see Figure [I)),
for each benchmark, can be summarized as follows: first, the code is analyzed, obtaining the analysis
results expressed as assertions interspersed within the original code. Then, the status of these assertions is
switched into run-time checks, that will ensure that violations of those assertions are reported at execution
time. Finally, test cases are generated and executed to exercise those run-time checks. Given that these
assertions (the analyzer output) must cover all possible concrete executions (and assuming the correctness
of our checking algorithm implementation), if any assertion violation is reported, assuming that the run-
time checks are correct, it means that the assertion was incorrectly inferred by the analyzer, thus revealing
an error in the analyzer itself. The error can, of course, sometimes also be in the run-time checks, but,
typically, run-time checking is simpler than inference. This process is automatable, and, if it is repeated
for an extensive and varied enough suite of benchmarks, it can be used to effectively validate (even if not
fully verify) the analyzer or to discover new bugs. Furthermore, the implementation, when framed within
a tool environment that follows the Ciao assertion model, is comparatively simple, at least conceptually.

The idea of checking at run time the properties or assertions inferred by the analysis for different
program points is not new. For example, in [38]], this technique was applied for checking a range of
different aliasing analyses. However, these approaches require the development of tailored instrumenta-
tion or monitoring, and significant effort in their design and implementation. We argue that the testing
approach is made more applicable, general, and scalable by the use of a unified assertion-based frame-
work for static analysis and dynamic debugging, as the Ciao assertions model. As mentioned before,
by developing the approach within such a framework, it can be implemented with many of the already
existing algorithms and components in the system, in a very simple way.

Ilustrative example. Let us illustrate the main idea of the approach with an example. Assume we
have the following simple Prolog program, where we use an assertion to define the entry point for the
analysis. The entry assertion indicates that the predicate is called with its second argument instantiated
to a list, and the third a free variable.
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:- entry prepend(_,+list,-).

prepend(X,Xs,Ys) :-
Ys=[X|Rest],
Rest=Xs.

[ N O

Assume that we analyze it with a simple modes abstract domain that assigns to each variable in an abstract
substitution one of the following abstract values:

* ground (the variable is ground),

¢ var (the variable is free),

* nonground (the variable is not ground),

e nonvar (the variable is not free),

* ngv (the variable is neither ground nor free), or

* any (nothing can be said about the variable).

Assume also that the analysis is incorrect because it does not consider sharing (aliasing) between vari-
ables, so when updating the abstract substitution after the Rest=Xs literal, the abstract value for Ys is
not modified at all. The result of the analysis will be represented as a new source file with interspersed
assertions, as shown in Fig. [2] (lines 35} [B] [I0} and [I2). Note that the correct result, if the analysis
considered aliasing, would be that there is no groundness information for Ys at the end of the clause
(line[12)), since there is none for X or Xs at the beginning either. Ys could only be inferred to be nonvar,
but instead is incorrectly inferred to be nonground too (line[TI0). Normally any/1 properties (i.e., top, or
unknown) would not actually be included in the analysis output for conciseness, but are included in Fig. 2]
for clarity.

The objective of our approach is to check dynamically the validity of these true assertions from the
analyzer, that in this case contains an error. The insight is that, thanks to the different capabilities of
the Ciao model this can be achieved by (1) turning the status of the true assertions produced by the
analyzer into check, as shown in Fig. 8] This would normally not make any sense since these true
assertions have been proved by the analyzer. But that is exactly what we want to check, i.e., whether the
information inferred is incorrect. To do this, (2) we run the transformed program (Fig. [3) again through
CiaoPP (Fig.[I)) but without performing any analysis.

In that case, the check literals (stemming from the true literals of the previous run) will not be
simplified in the comparator (since there is no abstract information to compare against) and instead will

:- entry prepend(_,+list,-).

:- true pred prepend(X,Xs,Ys)
(any (X), nonvar(Xs), var(Ys))
=> (any(X), nonvar(Xs), nonground(Ys), nonvar(Ys)).

prepend(X,Xs,Ys) :-
true(any (X), nonvar(Xs), var(Ys), var(Rest)),
Ys=[X|Rest],
true(any(X), nonvar(Xs), nonground(Ys), nonvar(Ys), var(Rest)),
Rest=Xs,
true (any(X), nonvar(Xs), nonground(Ys), nonvar(Ys), nonvar (Rest)).
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Figure 2: An incorrect simple mode analysis.
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:- entry prepend(_,+1list,-).

:- check pred prepend(X,Xs,Ys)
(any (X), nonvar(Xs), var(Ys))
=> (any(X), nonvar(Xs), nonground(Ys), nonvar(Ys)).

prepend(X,Xs,¥s) :-
check(any(X), nonvar(Xs), var(Ys), var(Rest)),
Ys=[X|Rest],
check(any(X), nonvar(Xs), nonground(Ys), nonvar(Ys), var(Rest)),
Rest=Xs,
check (any(X), nonvar(Xs), nonground(Ys), nonvar(Ys), nonvar (Rest)).
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Figure 3: The instrumented program.

be converted directly to run-time tests. In other words, the check (Goal) literals will be expanded and
compiled to code that, every time that this program point is reached, in every execution, will check
dynamically if the property (or properties) within the check literal (i.e., those in Goal) succeed, and an
error message will be emitted if they do not.

The only missing step to complete the automation of the approach is to (3) run prepend/3 on a set of
test cases. These may, in general, already be available as test assertions in the program or, alternatively,
the random test case generator can be used to generate them. E.g., for prepend/3 the test generation
framework will ensure that instances of the goal prepend(X,Xs,Ys) are generated, where Xs is con-
strained to be a list, and Ys remains a free variable. However, X and the elements of Xs will otherwise
be instantiated to random terms. In this example, as soon as a test case is generated where both X and
all elements in Xs are ground, the program will report a run-time error in the check in line (12} letting us
know that the third program point, and thus the analysis, is incorrect.The same procedure can be followed
to debug different analyses with different benchmarks. If the execution of any test case reports a run-
time error for one assertion, it will mean that the assertion was not correct and the analyzer computed an
incorrect over-approximation of the semantics of the program. Alternatively, if this experiment, which
can be automated easily, is run for an extensive suite of benchmarks without errors, we can gain more
confidence that our analysis implementation is correct, even if perhaps imprecise (although of course,
we cannot have actual correctness in general by testing).

We have carried out a full implementation of the approach and completed a substantial experimental
evaluation [[12f]. The results show that checkification can effectively discover and locate interesting, non-
trivial and previously undetected bugs, with reasonable overhead, not only in the less-developed parts
of the system, but also in corner cases of the more mature components, such as the handling of built-
ins, run-time checking instrumentation, etc. The approach has also proven useful for detecting issues in
auxiliary stages of analysis and verification, including assertion simplification, pretty printing, abstract
program optimizations and transformations, etc. The results and more details about the algorithm are
provided in [12].

3.2 Search Rules and Generation of Test Cases from Properties

As mentioned before, a second challenge that we are addressing is that the test case generation process
that is necessary during the validation of static analyzers using checkification, and, in fact, while testing
logic programs in general, becomes progressively difficult when dealing with complex data structures
and programs whose correctness depends on complex, hard-to-test conditions. Prolog provides a unique
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:- search_rule(tree/1,bf).

i- prop tree/l.

tree(empty).

tree(t(L,N,R)) :-
tree(L),
gen([sr(rnd)], (nnegint(X), X =< 15)),
tree(R).

© ® N AW =

10| % Check if tree T is sorted
sorted_tree(T) :- ...

13| % tsum(T,N) : Constraints the sum of all node values in tree T to equal N
14 | tsum(T,N) :- ...

16 | :- pred insert(X,T0,T1) : tree(TO®) => tree(Tl) + gen([sorted_tree(T0®), tsum(TO,10)]).
17 | insert(X,T®,T1) :- ...

19|... % rest of the implementation of module predicates

advantage in this context, as its declarative nature allows the properties to be proved to be expressed as
predicates, which can then be leveraged to generate test cases [[7, (13} 12} [10, 29].

Prolog systems traditionally employ depth-first search as their execution strategy. While this choice
is well-justified for efficiency reasons, and generally accepted, it is well known that this can lead to
incompleteness when evaluating programs over infinite search spaces. This second thesis objective mo-
tivates us to revisit the role of the search rule in Prolog and explore the challenges involved in running
Prolog predicates with alternative search strategies in the real world. The hypothesis is that flexible and
customizable control mechanisms can be very useful in uncovering edge cases in testing, particularly
when generating data structures with strong invariants. At the same time, our objective is to push the
development of techniques for supporting flexible search rules in general in (C)LP programs, to be useful
beyond test case generation.

Writing Prolog code that implements a search with a particular strategy from scratch is not particu-
larly difficult and it is also not difficult to run Prolog predicates using other search rules using variations
of the standard meta-interpreter. However, our challenge is to be able to run standard Prolog predicates
with different search strategies while maintaining compatibility with modules, built-ins, and other li-
braries and features. Straightforward implementation approaches typically limit the use of alternative
search rules to a subset of Prolog and thus do not support the full expressiveness of the language.

In the context of test case generation, our work leverages assertion preconditions as generators: since
these preconditions are conjunctions of literals, the corresponding predicates can be used to systemati-
cally produce valid inputs. The key innovation lies in executing standard predicates under non-standard
search rules, enabling either fully automatic or user-guided generation. Figure demonstrates this
approach with a binary tree library.

The tree/1 property describes the shape of trees, allowing either an empty node or a compound term
with left and right subtrees. The use of gen([sr(rnd)], (nnegint(X), X =< 15)) in the recursive
clause shows how value generation can be customized: in this case, generating non-negative integers
bounded by 15. Moreover, the declaration : - search_rule(tree/1, bf) specifies that breadth-first
search should be used to generate trees, which helps avoid unbalanced growth and improves coverage by
generating smaller and more diverse trees earlier. In the insert/3 specification, the generator is further
guided by auxiliary properties such as sorted_tree/1 and tsum/2, which restrict the structure and
content of the input trees.
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Our thesis is that flexible search rules can significantly enhance test case generation, enabling users to
customize and implement their own generators, including those producing data structures with complex
invariants.

4 Conclusions and Future Work

Our starting point has been checkification, an automatic method for testing static analysis tools by check-
ing that the properties inferred statically are satisfied dynamically. We have shown how checkification
can be implemented effectively in practice, improving several aspects of the approach, and performed
a full benchmarking of the technique showing its usefulness in practice for discovering and locating
interesting, non-trivial and previously undetected bugs, with reasonable overhead.

During this first phase of the work, we have identified test case generation as an important remaining
challenge, and as a result, as our second thesis objective, we are developing methods for specifying
search procedures in a concise and elegant way for realistic Prolog programs. Our work here allows
users to switch search rules at any point in the program, and to combine simple primitives to build
useful search heuristics for generating complex data structures for test cases. Future work in the thesis
involves improving the generation process by supporting more configurable search parameters, including
termination conditions, solution limits, and other customizable aspects. We will apply these techniques
to the generation of programs from grammars for creating benchmarks which can serve as sophisticated
automatic inputs to further automate the checkification algorithm.

While testing approaches are obviously ultimately insufficient for proving the correctness of analyz-
ers, and thus it is clearly worthwhile to also pursue the avenue of code verification, we believe that the
approaches addressed in the thesis will together offer a practical and effective technique for detecting
errors in large and complex analysis tools, as well as in logic programs in general. In addition, we be-
lieve that the availability of sophisticated and easy to use search rules in Prolog can also be useful in both
teaching the language [17] and in practical applications.
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