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Abstract’ units at diferent layers of the system. Application QoS

parameters are a function of the applicagogbals and
design. Resourcedel QoS parameters depend on the
design of the resources and on their control parameters.
Applications running in the system need to be able to
specify their QoS requirements and preferably be able to
operate wer a range of QoSalues. The system, in turn,
needs to beveare of application QoS parameters and be
able to translate them to resourceeleQoS parameters.
For example, the communication resources understand
QoS parameters such as the padelay and paél jitter,
while a video on demand application understands QoS
parameters such as frame delay and frame. jitdrough

the translation between thedvdelay parameters igifly
simple, the translation between theotjitter parameters is
not.

A distributed system that pvades QoS guarantees to
general applications, sharing general system resources,
must be based on a QoS frameek. Such a frameork
consists of a QoS specification taxongnapnd a QoS
architecture that ingrates the dierent components in the
various layers of the system. A general taxonomy leads to
. a better understanding of the QoS parameters and their
1 Introduction inter-relationships. The final goal is toueageneric trans-

The eplosive grawth of the internet and intranets has lation schemes that can be the QoS iat®$ between the
caused a dramatic increase in the number of users thatvarious system components. The QoS based Wwanke
compete for the shared resources of disteéb system will help in identifying the functional requirements for the
environments. It is becoming increasingly important for management and monitoring mechanisms of the distrib-
distributed systems to be able to handle application uted system.
demands for resources more intelligen8ynce resources Our current research is directedverds deeloping
are shared by distuibed applications witharying quality an intgrated QoS franveork for managing distrilted
of service (QoS) requirements, these requirements must besystems resources in order to yde application-leel
taken into account by the resource allocation and schedul- QoS guarantees. &\specify QoS as a combinationnodt-

It is becoming in@asingly commonplace for
multiple applications with diérent quality of service
(QoS) equirrments to sharthe esouces of a distribted
system. \thin this ewvironment, thegsouce mangement
algorithms must tak into account the QoS desit by
applications and the ability of the systemsauces to
provide it. In this paper we psent a taxonomy for
specifying QoS for the difent components of a
distributed system, dm the applications down to the
resouces. W& specify QoS as a combination of metrics
and policies. QoS metricsaused to specify performance
parametes, security equirments and the elative
importance of the work in the systeme \define thee
types of QoS performance panetes: Timeliness,
Precision, and Accarcy QoS policies capter
application-specific policies that gern how an
application is teated by theasouce manger. Examples
of sut policies ae mangement policies and thevels of
service In this paper wexplore eat of these components
of the QoS taxonomy is detail.

ing algorithms. rics and policies. Metrics measure specific quantifiable
QoS parameters armessed in terms of drent attributes of the system components. Policies dictate the
behaior of the system components. The system compo-
*This work is funded by Rome Laboratory under contract number nents here range from application modules to midaite
F30602-95-C-0299 objects to resources. Thefdifent types of metrics are the
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performance metrics, the securityéés, and the cost met-
rics. Timeliness, precision and accuyagefine a classifi-
cation of the QoS performance parameters. The timeliness
metrics measure the specifications that are related to the
timing constraints of the ark. Precision metrics measure
the wlume of work, and the accurganetrics measure the
amount of errors in the completion of thenk. Depend-

ing on the point of vie i.e., the application/user point of
view, or system point of vie, or resource point of we

the QoS specification is either requested by the application

Application
Perspectie

or provided to the application. Resource System
In this paper we define and classify thdatiént QoS Perspectie _ Perspectie

attributes and place them into a general QoS taxontmy

section 2 we present a briefeyvien of past vork. In sec-

tion 3 we gve a brief @erview of the QoS-drien resource FIGURE 1 Three Resource Management

management architecture of which the taxonomy is a part. Perspectives

This is folloved by a description of the taxonomy in sec- . _
tion 4 and finally some conclusions and a discussion of based system should be able to dynamically adjust the

future work in section 5. amount of verk performed (e.g., by using hierarchical
encoding of video data, or resizing the video frame). This
2 Background would allov the system to maktrade-d between the
Although there has beerovk in QoS-diven resource vari.?u; QoS parameters, whenfgignt resources are not
available.

management, most of thisovk has focused on either the
network or operating system layer [2][6][8][10][13][14]. )
Resource management at each of these layers has beed QOS Driven Resource Management
done separatelyith very little understanding of kothe We define QoS-dven resource management as the
confluence of resource management at tHereifit layers end-to-end allocation and scheduling of resources to appli-
can preide end-to-end QoS support to applications. As a cations, based on the QoS requirements of the applica-
result, these disjoint approaches to resource managementions. Whené#ced with inadequate resources, the system is
are not sufcient for praviding end-to-end application QoS able to mak trade-dfs between the arious aspects of
support. Refer to [12] for a thorough description ofvpre  application QoS because it understands each application’
ous work in each of these layers. resource usage requirements as a function of the QoS that
Campbell et. al[1] have been among the first to rec- is provided to the usefThere are three dérent perspec-
ognize the need for an imeted approach to resource tives from which the resource management problem can

management. Tlyepresented an ingeated framevork that be vieved: application, resource, and the system
deals with end-to-end application QoS requirements. The (Figurel).
notion of flav is introduced as an important abstraction Applications vant access to enough system resources

within the framevork. Flow is defined to characterize the to achiee the desired @l of QoS; thg are not concerned
production, transmission and consumption of the data about hev this is done or he it affects other applica-
associated with a single media. Wkoare either unicast or  tions.We call this theapplication perspective. We model

multicast and generally require end-to-end admission con- application information using twvabstractions. The appli-

trol. cation model captures the structure of the application and
Based on the notion of flp Campbell et al. define  the load that it places on system resources. The benefit

QoS to include specifications fdlow synaronization function abstraction captures the applicasonQoS

flow performancelevel of serviceQoS mangement pol- requirements and its specificationgaeling the relatie

icy, andcost of serviceThis taxonomy is the best weviea importance of thearious QoS metrics, in case the optimal

seen in the literature. Maver, it fails to include important QoS level cannot be praded by the resource manager

concepts such as precision of the data produced, and appli-  The individual system resources (such as processors,

cation security andallt handling requirements. The focus disks or communication nebsks) also hee a perspeate

of all work in the area of QoS has been on the timing and on resource managementeWall this theresource per-

error aspects (timeliness and accyjaof systems. The spective. Each resource is concerned only about managing
volume of work needed to perform a service has not been access to itself and not about other resources or applica-
considered to be a dynamic adjustable paramAt€yoS tions running on other resourcese\Wodel this perspec-



tive using the resource model, which captures resource-
specific attribites such as local scheduling policies and the
execution/concurrencbehaior properties.

The system is composed of resources and supports
applications. W denote this as thgystem perspective.
The system perspeeti captures all system policies.
Examples of such policies include: end-to-end scheduling
policies, policies to decide which applicatisnQoS to
degrade when there are not enough resources tadero
the desired QoS to all applications, admissions control
policies, policies geerning the amount of ffrt and time
that should bexpended in attempting to find the optimal
resource allocation. The system perspectilso includes
all the resource management algorithms that are found at
the middlevare level.

The objecties of the indiidual applications, the indi-
vidual resources, and the system areljiko be in con-

flict; thus, the role of a resource manager is to resolv FIGURE 3 Example of a 2-parameter Benefit
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these conflicts. QoS-aen resource management is a par- Function

ticularly interesting problem because it must account for

all three perspeatés. Further detail about our QoSveri data flav. The UoW represents the smallest granularity of

resource management system architecture is presented inwork for which resources are allocated. A UoW is sched-

[12]. uled to be performed by a single resource. QoS require-

ments are defined for each Up¥long with the resource

3.1 QoS Definition demand model, which describes the resource usage as a
In order to design a system where multiple applica- function of the QoS.

tions coeist within a QoS management frawk, it is A serviceis a collection of one or more units obrk

necessary for them to eithemeaa common understanding  that may span multiple resources. A single QoS specifica-
of how QoS should be specified, or to be able to map their tion is pravided for the entire service. QoS parameters are

individual specifications into a common one. fhis end defined for each service, so that theoker of a service
we define in a generi@a$hion the arious ficets of QoS. negotiates the QoS of the entire service, withowirgto
We beliere that QoS parameters are grouped métrics understand the UoWs that nealdp the service. A service

and policies. The metrics measure quantifiable QoS may use other services to complete a task. Each instantia-
attributes in the applications, system, and the resources.tion of the service is defined to be thealization of ser-
The metrics are furtherdded into performance metrics, vice (RoS). A service may be realized in madifferent
security leels, and the relate importance. The policies  ways. The application model contains the information that
describe the system befar specifications. The primary  the resource manager needs in order to allocate and sched-
policies are the management policies, and theldeof ser- ule resources to that avgn end-to-end QoS can be
vice. This taxonomy is defined in Section 4. achieved. Details of the application model are presented in
[5].

3.2 Application Model

We model an application using a directed graph, 3.3 Benefit Functions
where graph nodes represemtits of work (UoW) and The application demands a certaiveleof QoS from
graph edges represedata flow between these units of the system. W hae deeloped thebenefit function
work; the data flev implicitly specifies the order in which  abstraction to model an applicatios’ QoS requirements

the work must be done. This is shio in Figure2, where and preferences. The benefit function is a multidimen-
sional graph specifying the benefit that the user vesef
o >0 > o >0 the system pnddes a certain el of QoS. The system
will therefore attempt to prkade QoS in such a manner as
o to maximize the applicatiog’benefit; this will be the oper-

FIGURE 2 Application Model ational point. An gample benefit function is st in

Figure3. The dimensions of the benefit function corre-
the circles represent theovk and the edges represent the spond to QoS metrics of interest to the application.



The benefit function is especially useful facilitat-
ing a graceful dgradation of the application QoS. If
resourcesdil or are dierted tovards highespriority appli-
cations, the system may not be able to continue tdgeo
the desired Mels of QoS of all applications. The benefit
function can then be used to reaktelligent decisions
regarding which applications’ QoS togiade, which QoS
metrics to dgrade, and by o much. The details of bene-
fit functions are presented in [4].

3.4 Resource Model
The resource model captures information about the

system resources which is required by the allocation algo-

rithms. Examples of resource attribs that appear in the

For the management of heterogeneous resources and
different types of applications, the system defines a set of
system policies. There are a number ofedént types of
system policies. &t example, system policies define the
action that should be tak when a ne application is
started and there are not enough resources to perform it
with the desired QoS. Should its QoS bgrdded? Should
the QoS of a less important application that is already run-
ning be dgraded to free up some resources? There types
of system-wide questions are answered in the system poli-
cies.

3.6 Management Algorithms
The purpose of the application, resource, and system

model are: resource types, performance characteristics,models is to praide a structure within which the QoS-

and scheduling policies. &\also associate a cost function

driven resource management algorithms can be defined.

with the resource that describes the performance and theThe basic problem is to priole appropriate QoS support

cost of each resource at thefeliént operational points
(QoS parameteralues).

35 System Mode

The system perspeed encompasses both the appli-
cation and resource perspees, as well as end-to-end
system policies. Because thariwous application and
resource perspeeds may hee conflicting goals, the sys-
tem perspecte contains policies for reconciling these
conflicting goals.

We model distribted systems by using a subsystem-
resource hierarchical structure. Computing, communica-
tion, and storage resources form the bottom layeset of
resources geerned by a single resource management
scheme form a&ubsystemA set of subsystems gerned

to each application. The structure of the application, as
described in the application model, defines théediht
combinations of UoWs that can be performed to complete
the task. The management algorithms must choose the best
method for performing the task, determine the resources
on which the indiidual UoWs should run, reservthe
required amount of these resources and schedule their use.
If the desired resources are nofaidable, the QoS is
degraded in a rgotiation with the application.

4 QoS Taxonomy

We classify QoS parameters using the taxonomy
shavn in Figured4. The primary caggories are metrics and
policies. Metrics specify quantifiable QoS parameters.
Metrics can be further grouped into the fallog classifi-

by a single resource management scheme form a higher cations: performance specifications, securitweés, and

level subsystem. This hierarchical structure continues until
the complete system is defined.

Each subsystem is represented by a graph, where the

relative importancePolicies are diided intolevel of ser-
vice andmanagement policies.
Performance QoS is defined in termstiofieliness,

graph nodes represent resources and other (child) sub-precision,andaccumacy. Performance metrics specify the

systems, and graph edges represent the covibecti

parameters related to the performance of a taskedam-

(topology) of the resources and child subsystems. The par-ple end-to-end delayotal wlume of computations, and
ent subsystem sees all of the resources and child sub-bit error rate are performance measures. dach perfor-

systems within it as black begx whose internal
composition is hidden. Each subsystem h&3o& inter-

mance parameter there are absolute specifications and
consisteng specifications. Consistenc specifications

face that enables the parent subsystem manager to com-define the relations between thefeliént task flaes and

municate QoS information with each child subsystem
managerParent subsystem managers\wgnQoS require-
ments via the QoS intexfe, and assume that resource and
child subsystem managers will meet their QoS @ablig

tions; hav a child subsystem does so is of no concern to its

the diferent instances of a taskwloFor example the jitter
and synchronization metrics measure the consigtefc
the delay parameter betweenfeliént instances of the
task, and between €iirent task flavs, respectiely.

Relative importancaepresents the price (cost) that

parent. This hierarchical representation enables us tothe user is willing to pay for a service of &egi quality (in

model heterogeneous systems runnindecht netvork

a system where the users compete for resources) or a mea-

protocols, operating systems, and resource managemensure of the importance of theovk (in a system of cooper-
schemes. The details of the system model are presented irating users)Security leels define the data securityvid

(9]

that need to be pviaded to the applications [11].



QoS Specifications

T~

Metrics Policies
Security Performance Relative Management Levels of Service
Importance

Timeliness Precision  Accuracy Combinations

FIGURE 4 A Taxonomy for QoS Specifications

Level of service is defined as the type of QoS commit- The first three are absolute specifications, 4 and 5 are
ment gven to the application. Qo®anagement policies consisteng specifications and finally 6 applies to all the
define the actions to be &kby the system under fdifent parameters. The absolute metrics are used by schedulers to

situations. Br example, in case of an unforeseen scarcity schedule the task at the appropriate time. The consjstenc
of resource, the application may be willing to go through a specifications require the introduction of mechanisms that
rengotiation and accept ai@r quality of service instead  ensure that the time relationships between thierdift

of being denied the service. Management policies also task flavs and within a task fl@ are maintained. The sta-
describe the nature of the interaction between the applica-tistical distribution of each parameter considers it to be a

tions and the system. random wariable and describes the distriion of the wari-
able. This allvs the tolerance associated with each
41 Performance Metrics parameter to be specified. Also, in the case of repeating
tasks the statistical distubion describes e the parame-
411 Timdiness ters changewer the diferent instances of the task.

Timeliness parameters define a class of metrics that
measure time related entitiesmEliness is gpressed in 4.1.2 Precision

units of time. Its definition is straightfoasd, because Precision parameters specify th@ume related quan-

time is understood in the samaywby humans and com- a5 Pprecision and accusarequire more detailed defini-
puters, and has roughly the same meaning in all layers Oftion, since the same data can bewved in diferent vays

the system, from the applicationsifoto the neterk. We - anq ynderstood in dérent ways) by diferent compo-
have defined timeliness as a representation of the timing nents of the system. Since precision and acyueae
requirements for performing avgin piece of wrk. attributes of the data that fie through the application, it

Timeliness parameters are metrics that measure is important to distinguish between the content of the data
1. The total time ta&n to complete (fgn to end) atask  jy and the series of bits that represent the daead¥fine

(UoW or service). This is measured as the delay data content to be the meaning of the datarfexample,
lateng, or time to complete. the fact that a floating point number represents a median of
2. The start time (earliest/latest) for a task. some number of data points is its data content. Since a

3. The deadline (earliest/latest) for the task to complete. piece of data that is manipulated by a computer system

4. The \ariability in time to complete a task (jitter). This  must be represented as a series of bits, we didtaeep-
measures the internal consistgw€ the timeliness resentation to be the computer representation of eegi
parameters. piece of data. Thus, awgin piece of data that is under-

5. The relationship between the deadlines and the start stood in terms of its data content can be represented by
times of the diierent tasks (synchronization). This one or more data representations thdedih format and
measures the mutual consistgiof the timeliness size. Since a data representation is a tangible construct, it
parameters. has a spatial characteristic, which we refer to as/he

6. The statistical distriltion of each one of the ab® ume of data. Volume of data is an amount of data in terms

parameters. of a number of bits or bytes. It is important to note that the



volume of data in a data representation of \@emidata

data generated in both fls hare to be compatible for

content depends on the algorithm used to encode the datathem to be combined. The precision parameters of interest

The same data content carvéalifferent representations
whose wlumes are diérent. for example, a floating point
number can be represented in a C program as a fdat v
able or as an ASCII character string.

We recognize that the amount obrk that a computer
system has to do to transfer or store data is proportional to
the size of the data. Thus, thelume of data is a measure
of the amount of wrk required to transfer or store it.
Analogously we define thealume of computational erk
as the total amount of computations (e.g. FLOPS) to com-
plete the task. “\Wk” is used here in aevy broad sense,
to mean the usage of allvimived hardvare resources.
Similar to the notion of the data content, @egi computa-
tion executes a function that can be implemented in one of
mary possible vays. Each implementation does detiént
volume of computation to do the same amount abriw
content”.

We can nw define precision as it applies to content
and representation. In general, firecision of represen-
tation describes the amount of data ariu Theprecision
of content is defined in terms of the specific data content
or the functional transform.dr example, the precision of
the median alue for some set of data points may be
defined in terms of the number of decimal places to which
it is calculated. The precision (oolume) of the represen-
tation is defined in terms of itsolume (the pisical
amount of data in bits or bytes). The precision of content
in one layer translates into a precision of representation in
the net layer e.g., a data paekin the transport layer is

are

1. The precision of content for input and output data.

2. The precision of representation for input and output
data.

3. Internal consistenycof precision ger a flav (preci-
sion jitter).

4. Mutual consistencof precision between fles (preci-
sion synchronization).

5. The statistical distrilstion of the abee parameters.

As in the case of timeliness, precision parameters 1
and 2 are absolute specifications; 3 and 4 define the con-
sisteny parameters; and 5 defines the statistical distrib
tion of each precision parameter

4.1.3 Accuracy

Accurag measures the errors introduced into the data
by UoWs and services. The accyraaf data content is
also defined in terms of the specific data content. Using the
median &ample, the precision of the data specifies the
number of decimal places to which the median is calcu-
lated, while the accurgof the data specifies Wwamary of
those decimal places actually contain correct (accurate)
data. Finallythe accuracof data representation is defined
as the amount of dat@lhame that is actually correct. (This
amount is most naturally specified as a percentage.) In
both the case of data content and that of data representa-
tion, accurag is bounded by precision (e.g., a floating
point number calculated to a precision of three decimal
places can be accurate to at most three decimal places).

composed of the payload and the header; this content of The accurag of computations is described in terms of the

the data structure is understood by the transport system.

But the laver netvork layer recognizes the data only as a

collection of data bytes and represents that as a series ofl.

bits. The units of @lume may change for the fiifent
components of the system, e.g., the number of frames of
video in the application translates to the number of bytes
of data in the middigare and the netwk layers.

As we did with timeliness, we can define the jitter and
synchronization of precision parameters, to capture con-
sisteny requirements. Theaviation in the slume in suc-

accurag of the data generated by the computations. The
accurag parameters of interest are

The accurag of content for input and output data.

The accurag of representation for input and output
data.

Statistical distrilation of accurag

Notionally we can define an accuyajitter and syn-
chronization corresponding to the internal and mutual con-
sisteny parameters. Heoever, practically there does not
seem to be anapplication of such a concept.

2.

3.

cessve instances of tasks (UoWs or services) measures the

consisteng of the precision metric. d&f example, when
video is compressed the application can choosevio the
same number of bytes for each frame or may the total
amount of data. Thisaviation in the total @ume of data
between frames is captured in the internal consigtefc
the precision metric. The relationship between the preci-
sion of diferent flavs is measured in terms of the consis-
teng/ between the precision parameters of each fldis

may be important because the results frora tifferent
computations can be combined and the precision of the

4.1.4 Combination

The three classifications, timeliness, precision, and
accuray, do not represent independent (orthogonadsax
Since the timeliness, precision, accyraomponents of a
QoS specification must be pided to the application
“simultaneously”, there are cases when QoS can be speci-
fied by a parameter that is a combination of them.
Throughput, defined as precisioveo time, is one of these
metrics. At this time, we are notvare of ay other practi-
cal QoS metrics that are combinations.



4.2 Security
Security metrics deal specifically with policies and

cific policies can range from a bestoef policy (no guar-
antees) to a pohlc of providing a \ery high leel of

mechanisms related to data security that need to be pro-assurance that application QoS will be maintained at all

vided to the applications [11]. &\hare defined tw secu-
rity parameters, leel of confidentiality and lel of
integrity. Confidentiality is the problem of insuring that
information doesn’get into the wrong hands. lgry is
the problem of making sure that information is and

costs. V& defindevel of service to be the leel of commit-
ment for a task. A service is eitheg@aranteed service or

a best effort service. The distinction between the dwis

that the system may prigle no benefit to the user of a best
effort service, while the user of a guaranteed service is

remains accurate. That is, the persons and processes thagromised a gien level of benefit. Leel of service is a

are allaved to modify a gien piece of information are
restricted to those that are trusted to do sogtittealso
applies to system components, making sure that dhe
not modified or replaced (presumably in order to violate
one or more aspects of security pglicThese tw QoS
parameters xpress the sensiity of the data being han-
dled with respect to confidentiality and igtiy. The units

meta-specification of the QoS parameters. Itvides a
policy statement about theay each performance parame-
ter needs to be monitored and manipulated.

Different levels of guaranteed service can bevided
by the system. ¢t example, missing v&n one QoS
requirement can lead to a catastropladufe for mag
control and defense applications. On the other hand, it is

in terms of which these parameters are specified are spe-generally not a catastrophe if the system occasionally

cific to the type of system.oF example in military sys-
tems, thg might be the military security Vels (e.g.,
unclassified, secret).

Availability is commonly used as a third security
parameter Availability is the problem of insuring that
there are sftitient computing resources to perform the
required vork at the desired time. Since the ysion of
an aailability guarantee wolves not only securitybut

also fault tolerance and resource management, we place

the aailability parameter in the \els of service catory.
Itis discussed in Section 4.4.1.

4.3 Relative mportance
In order to allocate a resource to multiple, competing

misses an audio or video applicat®IQoS requirements.
We use theavailability QoS metric to let the application
cornvey what level of guaranteed service it requiresai
ability is expressed as the probability that the QoS assur-
ances will be met, thus it is a meta-atitiéd for the other
QoS metrics.

4.4.2 Management Policies

QoS management policies define the application--
specific actions to be taken by the resource manager under
different situations. For example, in the case of an unfore-
seen scarcity of resources, the application may be willing
to go through a renegotiation and accept a lower quality of
service instead of being denied the servideere are no

applications the resource management system requires agquantifiable metrics that describe these specificatiarts, b

way to evaluate the relate importance of the dédrent
applications that are contending for the resource.

in general, the policies can be classified intdedint
classes of management functions. The user may specify a

In the case of competing users (as in the case of com-class as part of the application requirements.ekample,
mercial systems) the price (cost) that the user is willing to the classes might be “regatiation allaved” and “rengo-

pay for a service of agn quality is an ééctive mecha-
nism for determining application priorityWhile in the

case of cooperating users (as in the case of military sys-

tiation not allaved”. This agin is a meta-hkel specifica-
tion for the other QoS metrics.

tems) the importance of the user and the application can be5 Conclusions and Future Work

absolutely defined and used tauge the relate impor-
tance of the wrk. We also define resource cost functions
to express a resourceWillingness to praide a gien QoS
setting. In the went of a scarcity of a gen type of
resource the cost of using that resource increases.

4.4 Policies

44.1 Levelsof Service

Applications require an assurance about the system’
level of commitment to pnading their QoS needs. This
commitment dictates the pojicadopted by the resource
manager to pnide the service to the application. The spe-

We have seen an increase in the utilization of distrib-
uted computing for a wide range of computing tasks. Dis-
tributed computing is not only attragti economically bt
also has desirable reliability analt tolerance properties.
However, since applications ranging from mission critical
to leisure, all coest in the same lge system of systems,
it is important that resources and the applications be man-
aged intelligently to pnrade an acceptablevel of service
to all applications and guarantees to critical applications.

Applications need services from the system to com-
plete their tasks. The needs of an application are best
understood by the application and the mechanism used to
convey the requirements to the system is the language of



Qo0S. QoS must tie the userheeds to the amount of
resources required to pide them. Because distuted

Stanford Elecom for numerous technical discussions
about the ideas presented in this papéeir continuous

systems can be composed of heterogeneous components, @ritique and feedback helped in the clarification of ynan

is important that QoS be defined in a geneaghfon. Such
a definition will allav the system designer to define a uni-

concepts.
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