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Abstract. We present SHReQ, a formal framework for specifying systdras

handles abstract high-level QoS aspects which are becomorg and more
important forservice oriented computingHReQ combineSynchronised Hy-
peredge Replaceme(BHR) with constraint-semiringsSHR is a (hyper)graph
rewriting mechanism for modelling mobility and reconfigtiva of systems. The
novelty of the approach relies on the fact that constrantisngs provide both
the mathematics for multi-criteria QoS and the synchrditiegolicies underly-

ing the SHR mechanism.

1 Introduction

Modern distributed inter-networking systems are very clex@nd constituted by a
varied flora of architectures and communicating infragtres. Such systems are het-
erogeneous, geographically distributed and highly dynasitice the communication
topology can vary and the components can, at any momentgcbtmor detach from
the system. These features are reflected also on applisatidrich can be thought of
as built by connecting (remotegrvices

In a very broad sens&ervice Oriented Computifi@OC) has been proposed as an
evolutionary paradigm to build wide area distributed syst@nd applications. Services
can be dynamically composed to provide new services, anditheractions are gov-
erned in accordance with programmable coordination pdidiVeb services and GRID
services may be regarded as SOC and they are receivingybarédttention both from
academia and industry. Applications are intended as beirices that search and bind
to other services. In this respect, they offer a standarerléyr representing data and
for abstracting from the communication protocols of Inttrin ambitious goal is the
automatization of the search-bind cycle so that applioat@an dynamically chose the
“best” service available during the computation. Sinceghegrammer does not com-
pletely control the services that her application invokespuld be reasonable to allow
her to use declarative mechanisms for expressing the “naifiirequirements on the
execution environment.

Recently,awareness of Quality of Service (QadS)emerging as a hew exigency
in both design and implementation of SOC applications. Fa fisers, the perceived
QoS of applications is not only a matter of low-level perfamoe but also depends on
application dependent requirements. For instance, tloe ofi a given service, or the
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payment mode, or else the availability of a resource (e.filelin a given format are
typical examples of QoS aspects that one should be able tootand/or program. De-
ploying distributed applications that allow programminglaontrolling such features
is becoming more and more important and challenging. THiyabi formally specify-
ing and programming QoS aspects may represent a signifidaied-valuef the SOC
paradigm. Moreover, QoS information can be used to drivel&ésign and development
of application program interfaces and languages for Qo&@awmiddleware as well as
to drive the search-bind cycle of SOC.

SOC can be naturally modelled by means of graph-based tpetsiiwhere edges
represent components and nodes model the communicatiagtinfcture. Edges shar-
ing a node correspond to components that may interact./8gsiee modelled as graphs
and computations correspond to graph-rewriting. Amongmotioposalshypergraphs
andsynchronised hyperedge replacem@HtiR, for short) have been proposed for mod-
elling distributed systems [3, 5] as a natural declaratisenework. In [9, 13], SHR has
been extended with mobility for modelling both architeetiiand programming aspects
of mobile distributed applications. SHR with mobility fos a self-organising ap-
proach given by the combination of hyperedge rewritingesyst for local component
specification and constraint solving for coordination.ivas facets of SHR have been
studied with respect to issues related to distributed syst®, 13,10, 4, 6]. For each
edgel of the system, the programmer declares its behaviour byifgjyera set of pro-
ductions which imposes requirements to the attachmentsofdein order to replace
L with a new hypergraph. Synchronising requirements (adegri a given synchro-
nisation policy) is the coordination mechanism allowing #volution of systems. All
SHR frameworks proposed so far do not consider quantitaspects related to com-
putations. In [4], SHR has been used as model for a middlesgreessing quantitative
aspects of applications without affecting the originaldymnisation mechanism.

The main contribution of this work is SHReQ, a SHR framewarktandling ab-
stract high-level QoS aspects expressedasstraint-semiring$l] (c-semirings, for
short). The distinguishing ingredients of SHReQ lay on eddlirey c-semirings in the
SHR synchronisation mechanism which guides dynamic coatiin/reconfiguration
of systems. Namely, interactions among components (eeggrgphically distributed
services) are ruled by synchronising them on events that-aegnirings values. In [4],
c-semirings have been proposed as a mathematical abstrémtapplication-level QoS
since their algebraic properties can naturally describ® @dues and the usual opera-
tions on them. For instance, multi-criteria QoS can eaglgéalt with cartesian product
of c-semirings, which are c-semirings as well. In [12] SHRwhobility has been gen-
eralised by parameterising the rewriting mechanism witipeet to asynchronisation
algebra with mobility Since it is possible to turn c-semirings into synchromisealge-
bras, SHReQ builds on SHR where c-semirings yields the sgnitation mechanism
as well as the mathematical machinery for handling QoS galue

Structure of the paper:Section 2 specifies the running example of the paper. Sec-
tion 3 reports the formal definition of hypergraphs. Sectdlantroduces SHReQ pro-
ductions over weighted hypergraphs and formalises theimgraxample accordingly.
Section 5 defines the rewriting mechanism of SHReQ. Sectidesgribes how the
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rewriting mechanism applies to the running example. Secti@oncludes the paper
with comments on related work, final remarks and future work.

2 A Case Study: Remote Medical Care System

This section presents our running example based on the tabed a telemedicine
project carried out by Parco Scientifico e Tecnologico d#gmo and University of
L'Aquila detailed in [11]. The Teleservices and Remote MadiCare System (TRMCS)
aims at enforcing a current trend in healthcare that is tosfex patients from hospital
care to home care as quickly as feasible. TRMCS is intendpdbidide and guarantee
assistance to at-home or mobile users. These patients deadicontinuous assistance
but may need prioritized assistance when urgencies happermich case they call a
help center.

® ° For clarity, the operations of the different compo-
nents have been simplified. The system follows a hier-
archical style with one serve3, a variable number of
° routers connected t8 and a variable number of users
connected to the router (any user is connected to one
R ‘ router only). Figure 1 shows a system instance with two
o o routers and three users (the graphical notation will be
E clearified later). WhemR, detects an alarm from one of
Us the connected users, it forwards the alarm requests up-
Fig. 1.A system instance Ward toS. ServerSreceives alarms frorf and it dis-
patches the assistance to the requesting user.

3 Syntax of Graphs

Given a set of labels ranged over by and a set of nodesg , ahyperedge [xy,...,X)
connects nodes, ..., X, € &, whereL hasrank n(writtenL : n). We say thaky, ..., X,
are theattachment nodesf L(x1, ..., Xn). Hypergraphsare built from ranked hyperedges
in £ and nodesiny .

Definition 3.1 (Hypergraphs).A hypergraplhis a term of the following grammar
Gu=nil | LX) | G|G | vyG,
where L: |x| is a hyperedge|| is the length of vector x) andey «( .

Hereafter, we call hypergraphs (hyperedges) simply grégdiges) and write(x) with

the implicit assumption thdt : |x|. Grammar in Definition 3.1 permits generating the
empty graph (denoted hyil), graphs with a single edge, graphs built by the parallel
composition of graphs and graphs where some nodes are hilsieisual, inv y.G, the
occurrences of in G are bound ang is saidrestrictedin G. We use fitG) to denote
the set of the nodes @ not occurring in the scope ofwaoperator.
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Example 3.1.Figure 2(a) represents the hyperedde, b,c) where wires connecting
nodesa, b andc to L are called tentacles. The arrowed tentacle individuateditit
attachment node. Moving clockwise determines the otheéatées. Figure 2(b) depicts
graphG =v z(L(y,x,2) | M(x,2)), where filled and empty circles represent free and
restricted nodes, respectively.

b X
L] [ ]
L L M
ae oC Ye oZ
(a) A hyperedge (b) A hypergraph

Fig. 2. Hypergraphs

Structural congruence over graphs terms allows to avoicheusome parenthesis.

Definition 3.2 (Structural Congruence).Thestructural congruends the smallest bi-
nary relation= over graph terms that obeys the following axioms:

(G1]G2) |G3=G1|(G2|G3) G1|G2=G2|G1 Glnil=G
VXVY.G=VvyvxG yé¢f(G) = vy.G=GAVX.G=vyG{y/x}
VX(G1 | Gg) = (VX.G1) | Gy if x ¢ fn(Gy)

The first row defines associativity, commutativity and idgr{inil) for operation|. Ax-
ioms in the second row state thatis a binder, i.e., the nodes of a graph canobe
renamed, restricted in any order (hence, we shortenv xz...v Xy With v Xg,...,Xn)
and that restriction does not play any role on non-free noflaggraph. The last axiom
tunes the interplay between hiding and the parallel contiposbperator.

4 Graphs and productions for SHReQ

This section introduces SHReQ, a calculus based on SHR whsemiring values
are embedded in the rewriting mechanism. SHReQ takes a@of the ideas in [4,
12], indeed, it exploits hypergraphs and SHR with mobility fmodelling systems (as
in [9, 13]) and c-semirings as synchronisation algebrasicdethe rewriting mecha-
nism of SHReQ is parameterised with respect to a given crgggnBasically, values
of c-semirings are synchronisation actions so that symisirgy corresponds to operate
on c-semiring values. Moreover, a hypergraph modellingsiesy is decorated with
c-semiring values on its nodes in order to record quantéatiformation on the com-
putation of the system. A formal connection can be traced/den synchronisation



SHReQ: A Framework for Coordinating Application Level QoS 5

algebras in the sense of [12] and c-semirings, however, frage compel us to prove
this connection in a future work.

4.1 Weighted graphs

In this context c-semirings express the requirements tltanaponent imposes to its
neighbour components and the quantitative informationamputations that the envi-

ronment must guarantee. They have two distinguished festhat result very useful in

our context. First, the cartesian product of c-semiring$iilsa c-semiring, hence we can
uniformly deal with different types of quantities. Secotite operations of c-semirings
provide a partial order on the values and a mechanism of ehdlrese features make
c-semirings suitable for reasoning on multi-criteria Qesues [4].

Definition 4.1 (C-semiring [1]). An algebraic structurgS +,-,0,1) is a constraint
semiringif S is a setQ,1 € S), and+ and- are binary operations on S satisfying the
following properties:

— + is commutative, associative, idempotdénis its unit element and is its absorb-
ing element (i.e., & 1 =1, for any ac S);

— - is commutative, associative, distributes overl is its unit element, an@ is its
absorbing element (i.e.,-® =0, for any ac S).

C-semirings are equipped with two binary operations (art@edand a multiplicative
operation). The additive operation of a c-semiring indwugsirtial order org defined
asa<ghb <= dc:a+c=b. The minimal element is thuand the maximal.

The following examples give an intuition of some c-semiriigictures.
Example 4.1.An example of c-semiring ipriority c-semiring P= (N, max min, 0, o)
defined onN, the set of natural numbers with infinity. The additive opieraof P is
max(which induces the obvious order) and the multiplicativergion ismin.

Example 4.2.Given a set of actiond, the set otco-actionds A= {a|ac A} and we
letW = AUAU {1w,0w, L}. The broadcast c-semiring on Vi&6 (W, +w, -w,Ow, 1w)
specified as:

Vaec Acta-a=aNa-a=a (1)
Va,be ActUActU{L}:b¢g{aa} = a-b=1L ()
the corresponding commutative rules plus the one§ ford 1. 3)

The operationt is obtained by extending the c-semiring axioms for the adlip-
eration witha+wa=a, forallaec W anda+b=_1,Va,be ActUActU{L}.b#a
Hereafter, we assume a fixed c-semir{g+,-,0,1).
Definition 4.2 (Weighted graphs).A weighted grapls a pairl - G of a graph G and
aweighting function” mapping a finite set of nodes to S such tind6) C dom(I").
A weighted graph is a graph having valuesSassociated to its free nodes. We write
X1:S1,...,% . S G for the weighted graph whose weighting function mapt s,
for anyi € {1,...,n}, with the implicit assumptions that nodrsare all distinct and
fn(G) C {xq,...,%n}. If x¢Z dom(T), functionl",x : sis the updating of onx.
In the following, we sometimes use vectors and denotétheomponent of & by

def
x;, moreover{|x} = Uie(a,... (i}



6 Dan Hirsch and Emilio Tuosto

4.2 Productions for weighted graphs

The classical SHR approach is a declarative framework wtherbehaviour of an edge
is specified via a set qgfroductionsdescribing the graph to be replaced in place of the
edge provided thatsome requirements are satisfied by the surrounding enveohrA

production takes the form: L(x) AN whereL(x) is a hyperedgés a hypergraph and

N\ specifies theequirementsRoughly,p states that, in a given graph, an edge labelled

L can be replaced b§ provided that the environment satisfies requiremAnts
Productions of SHReQ have a slightly different definitionl @amterpretation.

Definition 4.3 (Productions).Letzx = Sx & * be the set ofequirementsA produc-
I A
tionis a 4-tuplex>L(x) — G where

— x is a tuple of pairwise distinguished nodes and L an edgd laftezity |X|;

— X :{|X|} — S is theapplicability function

— N {|X|} — « is thecommunication functiomassigning requirements to nodes such
thatforie {1,...,|x|}, A(x)) = (s,y) and s€ Sync=> y = (). Thecommunicated
nodes ofA\, denoted by(A), are those nodes that appear in a requirement in the
range ofA\. The set olew nodes o\ is new(A) = n(A) \ dom(A).

— Gis agraph such than(G) C {|x} Un(A).

A SHReQ production, or simply productigg L(x) A, Gstates that, in order to replace

L with Gin a graptH, the graptH must satisfy the conditions expressed by the applica-
bility function x on the attachment nodeslofOncey is satisfied irH, L “contributes”

to the rewriting by offering\ in the synchronisation with the other edges connected to
its attachment nodes. As will be more clear lajeexpressed thminimalrequirement
that the execution environment must satisfy in order toyatig production.

We remark that, inx>L(X) A G, c-semiring values play different roles jpand
A: in the former, they are interpreted as the minimal requéetathat the environment
must satisfy for applying the production;Mthey are the “contribute” that yields to
the synchronisation with the surrounding edges.

4.3 C-semirings and productions for TRMCS

The TRMCS case study can be modelled by defining productianfi® c-semiring
given by the cartesian product BfandB, i.e., the priority and broadcast c-semirings
(Example 4.1 and 4.2). The former represents prioritiesramesers where 1 corre-
sponds to the highest priority and, for simplicity, all usbave different priorities (i.e.,
n# m = U, # Up, this simply means that users are distinguished by theoripy).
The multiplication ofP (i.e. min) chooses the user with the highest priority. The c-
semiringB defined orAct = {rem amb} models the communication policy of TRMCS,
namely broadcast synchronisation. In our example, we Havadtiongemandamb
(and the corresponding coactions) for alarms requestingie or ambulance assis-
tance, respectively.

Finally, the cartesian product & and P yields the c-semiring, saBP, of weak
broadcast together with selection of the highest priovifren clear from the context,
1 (resp.0) denotedlgp (resp.Ogp), alsol = (1w, ) and0 = (Ow,0).
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The productions for TRMCS rely oBP and are those collected in Figure 3. For
each production, the textual and the graphical representate given; in the latter case,
drawings are simplified by not representing the applicghbilinctions. Actually, most
of them are production schemas corresponding to a set dfsiproductions. For ex-
ample,Sending alarmis a production schema wheaganges over actionsamh rem}
andn ranges over the priorities of users or eRestarting must be instantiated for all
prioritiesm andn such that O< n < m, hence it representa— 1 productions for user
Um. Moreover, we consider the followirigle productions for users and routers:

Sending alarm Receiving ambulance assistance
Xe (an)() Xe Xe (amhn)(z)
9o |
x:05Up(x) X0 yway | x: (@ambn)sU¥a(x) (—>X"<am”'”>"<z>> usa(z)
Restarting (0 < h < m) Receiving remote assistance
Xe 1() Xe (remn)(z) Xe
o - o o) — [
Ze

*x1.0) (x,(remn),(2))

X: (Ow, n) >UWNa(x) ——

Um(x) X: (Tem n) >U¥8(x) UA"(x,2)

Checking alarm Forwarding alarm
Xe (a)(z) Xe Xe (aw)(z) Xe
é‘ - ﬁ -
Yo (@x)() Ye Yo (@x)(z) Ye
x <a ).@) (x(3%).@)
xy:0oRxy) X8 W Ray)  |x:0y:@0)sRaxy) Y3 Rixy)
__Sending ambulance assistance Sending remote assistance
(amiee) ) (ff;rpwm Xe Ve remw e
w - - '
We (remoo)(x) We We (amho)(y)
(x,(ambe),()) (x.(amhe),())
((reme). () (e, 1>>
xyaw:05 S(xyw) ) sty w) xyw: 06 Sixyan) Y sy w)

wherea € {amhrem}

Fig. 3. TRMCS Productions
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(X‘l‘<>)’(y‘l‘<>)

*1,0) (x) x:0,y: 0> R(Xy) =5 R(X,Y)

x: 0>Up(x) —> Uy
expressing that both users and routers can remain idlegartransition without in-
fluencing the synchronisation of the other components. &fexe instead of writing
X:s,y:sas done in the idle production f&, we writex,y : swhenever possible.

Intuitively, productions in Figure 3 model a scenario whevater R checks for
alarms and selects the usgrwith highest priority among those that have sent an alarm
(ambulance or remote request are separately attended), desJ, has been chosen,

R communicates t&the alarm and the "address” Bf, where the requested assistance
must be sent. Detailed comments on the productions follow.

Sending alarm: U, sends an alarm (for ambulance or remote assistance) togéthe
its priority to the router attached to nodend changes to stateaiting for assis-
tance(wa).

Receiving ambulance assistanceif Uy, is the highest priorityva user therJ,, discon-
nects fromx and connects t& on nodez. Notice that the applicability function
requires(amhn) on attachment node Finally, U, changes tainder ambulance
assistancéua) state.

Restarting: all the othemwausers without the highest priority, return to the initiatst
Therestarting schema applies whei, n) is the weight of the attachment node of
Um (for 0 < n < m) so that usetn, silently returns to the initial state.

Receiving remote assistancet), moves from stateato under remote assistan¢er)
by synchronising again witR on x (analogously taeceiving ambulance assis-
tance). Remote assistance is modelled by makiRgandS sharingz, i.e. the node
whereS connects to provide assistancd g

Checking alarm: this production schema states that a roiehecks for alarms from
its users and changes to stagsponding to alarm(ra). Indeed,R synchronises
with the users connected to noglavith the action(a,«) (recall thatew is thel
of P). This synchronisation yields a val(a,n) recording the type of alarm to be
attendedemor amb) and the highest priority user sending the alarm.

Forwarding alarm: this production schema gets noddrom userU, that must be
attended and forwards it ®(from nodey to nodex). ThenSwill share nodez with
the Un. Requirements on nodes indicate the type of alarm to atteddgnores
priorities given that onlyJ, can provide node (the others return to the initial
state). Indeed, notice thatis the neutral element for the productfef

Sending remote assistanceS checks on nod& for remote alarms forwarded by a
routerR and connects the corresponding user to nodéis is achieved by fusing
nodesy andz (provided byR usingforwarding alarm ). According to c-semiring
B, serverS attends one router at a time (only one router can synchrovitbeS).
Actions on nodeg andy are used to synchronise witlausers.

Sending ambulance assistancethis is similar to the previous production but in this
case the user is connected to nader ambulance assistance.

Due to space limitations we do not include productions foser after the assistance is
finished, but they can be specified as done above.
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5 Synchronised Rewriting for SHReQ

SHReQ rewriting mechanism relies on c-semirings wheretadstructure is defined.
More precisely, we require that

— there are two setSyncandFin such thaSyncC Fin C Sandl1 € Syng
— there is a seNoSynaC S\ Fin such thatvs € S: vt € NoSync s-t € NoSynaand
0 € NoSync

The intuition is thatFin contains those values & representing events of complete
synchronisations. This is a technical expedient from sgmiation algebras with mo-
bility [12] for dealing with restricted nodes. Basicallyalues inFin are those events
appearing on restricted nodes that represent a “finishatttspnisation, i.e., an inter-
nal synchronisation that does not require any further augon with the environment.
A typical example might be synchronisation actions of pssogalculi. Among the ac-
tions in Fin we can select a subset of “pure” synchronisation actionsetyacom-
plete synchronisations that do not expose nodesN88iyn¢on the contrary, contains
the values that represent “impossible” synchronisatiéisanore clear later, values in
NoSynavoid synchronisations.

Hereafter, we leQ be a finite multisét over A x = and, before giving SHReQ
semantics, we establish some notational conventions:

— domQ) = {xec« |IseSyea ":(xsYy)cQl;
-n@= U new(Q) = n(Q)\ domQ);

(xvy)eQ
- Q@x=[(x,5,u) | (x,s,u) € QJ;
— wgq:domQ) — S WQ X U S
(x,5y)€Q@x

— giveno: x. — &, Qo =[(0(x),s,u0) | (x,s,u) € Q].

SHReQ semantics exploits a most general unifier accountingdde fusions. We
write mgu Q) for denoting the function that yields an idempotent substih defined
if, and only if, for all (x,s,u), (x,5,v) € Q@x\ [(X.t,()) | t € Syn¢

ul = vi (4)
Vie{l,...,|ul}:ui € new(Q) Vv € new(Q) (5)
VYx € domQ) : card(Q@x) > 1 = wq(X) € NoSync (6)

Condition (4) requires that the lengths of communicatediors@re equal. Condition (5)
states that the unification cannot fuse two “old” nodes (tlreengeneral notion of [6,

1 We write multisets by listing the (occurrences of theiryetmts in square brackets, €a@.a, b]
is the multiset with two occurrences afand one ob where the order is not important, i.e.,
[a,a,b] =[a,b,a] = [b,a,a]. Multiset membership and difference are expressed by asirig
€ and\, respectively; the context will always clarify if we are eefing to sets or multisets.
Multiset union is denoted by; sometimes we also writkw B where eitheA or B are sets to
denote the multisda | ac Ajyg[b| b e B].
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13] can be easily re-casted in our framework). Finally, ¢oo (6) avoids synchro-
nisations (and hence rewritings) when a valudNwSyndis the result of the compo-
sition. In the following, it is implicitly assumed that m(@) is defined when writing
p =mgu Q) and thatp is obtained by computing the most general unifier of the equa-
tions{ui =v; | 3s,t € S: (x,s,u), (X,t,v) € QAL <i < |ul}.

The semantics of SHReQ is a labelled transition system fpeavith inference
rules given on top ofjuasi-productions

Definition 5.1 (Quasi-productions).The sety » of quasi-productions oa is defined
as the smallest set containimgsuch that

xoLl) 2Gear A yea \newQ) — ¥l X G g eqn,
where xe {|x|} andx’ : {|x|} \ {x} U{y} — S defined as

X(2) = {x(Z), ifze {|x[} \ {x,y}
X(X)+s ifz=yA(ye {X} = s=X(y)V(yZ{X} = s=0).

Intuitively, quasi-productions are obtained by subsitityinodes in productions and re-
laxing the condition that attachment nodes of the left-hsidé should be all different.

Wheny is substituted fox, X’ assigns tg eithery(x) + x(y) or x(x) depending whether

y € {|x}; nodesz not involved in the substitution maintain their constraj(z).

Proposition 5.1. If x> L(x) = G € g » thendom(Q) = {|x[}.

Definition 5.2 (Induced communication and weighting functons).Let mgu Q) be
defined, the2 : dom(Q) — = is thecommunication function induced iy defined as

Q(X) _ (WQ(X)vyp)v if (X,S,y) € Q/\WQ(X) ¢ Sync
=T (walx), (), if (x,8y) € QAwq(X) € Sync

Letl" be a weighting function such thdom(Q) C dom(T"), theweighting function
r r 1, X € new(Q)

induced by™ andQ is/ :dom(l") — S, defined aﬁf (X4 T(x), card(Q@x)=1
Q Q w o(X), otherwise

For eachx € domQ), Q computes the requirements resulting from the synchronisa-
tion of requirements iR2@x. More precisely, it multiplies (according to the c-semirin
product) the values and applies the substitution (@jwn the communicated nodes
(if the resulting values are not i8yng. The weighting function computes the new
weights of graphs after the synchronisations inducedbyew nodes are assigned
with 1, nodes< upon which no synchronisation took place (i@ard(Q@x) = 1) main-
tain the old weight while those where synchronisations keapfpe.,card(Q@x) > 1)
are weighted according to the induced communication foncti

We can now define the LTS of weighted graphs.

Definition 5.3 (Graph transitions). A SHR with QoS (SHReQ) rewriting systeton-
sists of a painq #,I - G), whereq » is a set of quasi-productions anandl" - G is
the initial weighted graph. The set @fansitions of(q # ,I" - G) is the smallest set ob-
tained by applying the inference rules in Table 1 where, ertlles REN) and (CoM),

Z=new(Q)\newQ).
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XeL(x) 2Geqer  p=mguQ) A XX <T(x)
xedom(x)

(REN) -
FD—L(X)%/Q - (vZ)(Gp)

A\ T =T2(x)

xedom("1)Ndom(I"2)
Com) TG MG kG22I, G,  p=mguA WAy

MwA, Tl P
rur2k-Gy| G —— F(vZ)(G1|Gy)p
ANIEA

rx:sFGA T x:t-G XZn(A)  sA(X) € Fin

(RE9 -
M- (vx)G =T+ (vx)G

rx:skGA M x:t-G  sAX)eNoSyneFin  xen(A)

(oPEN -
M-(XG2Tr x:tHG

Table 1. Hypergraph rewriting rules.

Rule (REN) applies quasi-productions to weighted graphs provided €¢hadmits a
mgu and that the weights on the graphs satisfy conditigmamely,x (x) < I'(x), for

all x e dom(x). Notice that the communication function and weights in theausions
are obtained as in Definition 5.2. Similarly, ruleqm) yields the transition obtained by
synchronising the transitions of two subgraphs, provided the (proofs of the) sub-
graphs assume the same weights on the common nodes. Aggtrdinie ReS) a node

x can be restricted whexis not communicated and the requirementsare inFin.
Namely, in order to derive a transition frat- (v X)G, we must find a transition from a
graph whereis free and the synchronisation gas been completed. We remark that
(RE9) is a rule schema that must be instantiated for sy S. Rule (OPEN) handles
the communication of restricted nodes. When a restricteérappears in (\), it can

be opened provided that a transition can be found from thghdrax : s+ G (wherex

is a free node), such that either the requirement sre. complete synchronisation or it
is in NoSyncRules REN) and (Cowm) restrictx again when it is fused with other nodes.
The latter condition allows an edge connected to checks whether other edges share
x. Indeed, such a transition is possible only if one can commdyA), which admits
weights inNoSynoonly if the cardinality ofA@x is 1, namely there is only one edge
connected tx. Even if this feature is not used in this paper, we remark tiiatis a
very expressive compared to other SHR approaches.
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6 SHReQ for TRMCS

This section gives a flavour of the SHReQ semantics (Tablg &yibchronising produc-
tions in Figure 3 over the graph of Figure 1. This simple exi@spows how SHReQ
yields a general framework for dealing with system evolutamd reconfiguration af-
fected by multiple "dimensions” of quality.

First, we define setSyngp, Fingp andNoSyngp as follows:

- Syngp={1};
— Fingp= {1} U{(a,n)[ae W,n> 0};
— NoSyngp = {0} U{(a,0)j]ac W} U {(Ow,n)|n € N}.

The only value ofSyngp is 1 so that all coactions continue to synchronise after the
application of rule (1). Obviouslingp contains all coactions given that they are the
result of any complete synchronisation (alt- 0 are valid priorities). SeNoSyngp
contains all pairs with at least o®dn their components.

In Figure 4 we give a graphical representation of two deidvest whereS responds
toU; requesting for ambulance assistance. Instead of repdhténgroductions for each

Xe oy Xe oy Xe oy
/
(@amhe)  (remeo) <a5rrTuoo> (Temco)
S S S
(amh|oo><x> (amh|oo>< )
we we
7 __ 7
(amhw)(2) (amhe)(2)
Ry Ry| = R Ry
(mm> (ﬁm)(z)
re e (T (amhl)
mkﬁ am (amh1 )/<1z

1 \@U@L

Fig. 4. A derivation for attending an ambulance alarm from

rewriting step, edge tentacles are decorated with reqeinésnFor the sake of clarity,
we index routers to refer them in a simple way, we avoid emiptg bf nodes, we rep-
resent requirementd, ()) with undecorated tentacles and we report only the relevant
weights with respect to the considered synchronisation.

In the first derivationlJ; andUs are requesting ambulance assistandg;tby syn-
chronizing (on node) Checking alarm production forR; andSending alarmfor U
andUs. The result of the synchronisation givesnh 1) as the new weight af andU;
as the highest priority user (second graph).
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The other components do not affect this rewriting si&pandU, apply idle pro-
ductions and applies one of its productions (which in this step produceffect).

The second derivation produces a reconfiguration whigreonnects tds by syn-
chronising productioReceiving ambulance assistander U;, Forwarding alarm for
R; andSending ambulance assistander S(the other components apply idle produc-
tions). This is shown in the third graph of Figure 4. Moregtee synchronisation fuses
nodesz andx.

We remark that all the applicability functions of these pretibns are satisfied by
node weights in the graphs and that productions only en$aterbuters choose the
highest priority user. For instance, assume that discequests assistance. It could be
the case that the synchronisation am&gR; andSchoose®, instead ofR;, namely
U, (instead ofU;) will connect toS. Of course, this could be resolved with produc-
tions ruling synchronisation among routers and the servéné style of those among
routers and users, however, we prefer not to complicatextimple with cumbersome
sophistication.

Figure 5 shows part of the proof for the first rewriting stefigure 4 corresponding
to the synchronisation on nodeamongR;, U; andUs. The result of this sychronisa-
tion produces a broadcast synchronisation and the sateattibie user with the highest
priority. The first three REN) rules are the instantiation of the three quasi-produstion
(we assume that the initial weight for the graph nodel.ig hen, the first ¢om) rule
(named €om;)) synchroniseb); andRy, where clearlymin(1,e) = 1. Note that in the
rule conclusion the weight far contains the new value resulting from the synchroni-
sation (i.e.(amh1)). The final Com) rule synchronises the result af@¢m;) with Us,
wheremin(1,3) = 1. We point out that in this example, all mgu are empty and é th
(REN) rules the applicability conditions trivially hold By < 1.

7 Final Remarks

We presented SHReQ, a formal framework for specifying systithat handle abstract
high-level QoS aspects which are becoming more and morertamdfor SOC archi-
tectures. SHReQ combines SHR with c-semirings so that ttrefiomodels mobility
and reconfiguration of systems on top of the latter which jg@both the mathematics
for multi-criteria QoS and the underlying synchronisatamticies.

As far as we know, SHReQ is the first to exploit an abstract diefinof QoS values
as a coordination mechanism. Indeed, in general QoS arer ettated to low-level
aspects of systems or they are simply a notation for desgrisdme non-functional
properties of systems.

The work of [8] might be probably considered the closest toproposal (from a
graph transformation standpoint). This approach givesa&otual model where struc-
tural aspects are described in a UML-like meta-model anphgi@nsformation is used
for dynamic evolution of systems. Among others, the metal@hprovides 8oS pack-
agethat influences the graph transformation rules which areired to respect the
QoS package. Despite the similarities, our approach diffem [8] in the fact that in
SHReQ the QoS valuese the rewriting mechanism, not only an additional attribute.
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r:0oUp(r) (r.(amh1),0) U8(r)

r:1-Uqg(r) (r,(ami),§) r:1-UM(r)

(REN)

(w(@mBes).(2)
(r,(ambeo),())
_

w,r: 0> Ry (W,r) REZ(w,r)

(REND)
(w,(amhe),(2))

w,r: 1 Ry(wr) <r’wﬂ&xozvv,r,z:l}— R (w,r)

r:05Us(r) (r.(amb3),()

r:1rUs(r) (r.(amh3),) r:1t-U3?(r)

U3"(r)

(RENg)

(REN1)  (REN2)

(comy)
(W (@mhes), (7))

(r.(amh1).()

w1t Ug(r) | Re(wr) w,z:1r:(amh1) - UM(r) | R(wr)

(com)  (REND)

(COMz)

(w (@), (2))

Wr 1 Uy (r) | Rywr) | Us(r) S0 00y 201 @mh 1) - URa(r) | RE(wr) | ULa(r)

Fig. 5. Partial proof for derivation in Figure 4.

In the area of software architecture, specific QoS aspeds (Eependability, per-
formance) have been considered. For instance, in [2, 7lirm@monitoring of systems
has been considered at the architectural level for handigingamic self-adaptation that
depends on (on-line) performance analysis. These appesaakide from considering
a single QoS aspect instead of application-level multecia and parametric QoS, also
apply traditional solutions (e.g., QoS managers) that epnally differ from SHReQ
which distributes the coordination of QoS issues over petida specifications.

Modern SOCs usually specify different QoS parameters tbaedd on applications
and should dynamically be integrated and handled. In thisest, SHReQ can be gen-
eralised to a framework where edges sharing nodes are nposeg to synchronise
over the same fixed c-semiring but (defining suitable contjppsbperations among
different c-semirings) one could uniformly combine heg@oeous QoS dimensions.
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