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ABSTRACT
The Web service composition (WSC) is the process of buildingan
instance of an abstract workflow by combining appropriate Web
services that satisfies given QoS requirements. In general,QoS
requirements consists of a number of constraints. The selection
process requires global optimization and can be formalizedas a
mixed integer linear programming problem which cannot be solved
in polynomial time. However, since the number of submitted work-
flows is large and the QoS is highly dynamic, the fast selection of
composite Web Services is particularly important.

In this paper, we present a QoS broker-based framework for Web
services execution in autonomic grid environments. The main goal
of the framework is to support the broker in selecting Web ser-
vices based on the required QoS. To achieve this goal, we propose a
novel approach: since successive composed Web services requests
can have the same task to Web service assignment, we address the
Multiple Instance WSC (MI-WSC) problem optimizing simultane-
ously the set of requests which will be submitted to the system in
the successive time interval instead of independently computing a
solution for each incoming request.

Experimental results show that the proposed algorithm has bet-
ter performance with respect to existing techniques. Moreover, the
qualities of the selected composite Web services are not signifi-
cantly different from the optimal ones.

Categories and Subject Descriptors
H.1 [Information Systems]: Models and Principles; C.4 [Performance
of Systems]: Modeling Techniques
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1. INTRODUCTION
In Service Oriented Architectures (SOA) complex business ap-

plications can be described as composed business processescon-
stitued by a set of individualabstract Web services. At run-time,
SOA mechanisms select the best set ofconcrete Web services which
support the given abstract descriptions in order to guarantee the
fulfillment of Quality of Service (QoS) constraints. The Webser-
vice composition (WSC) problem is a combinatorical optimization
problem which ensures the optimal mapping between each abstract
Web service and the available concrete Web services which im-
plement the abstract description [20, 19]. The mapping algorithm
optimizes quality metrics perceived by end-users taking into ac-
count limited Web services capacity and QoS constraints defined
by means ofService Level Agreement [7, 11, 3]. In general QoS
requirements are difficult to satisfy since Internet application work-
loads can vary by orders of magnitude even within the same busi-
ness day [10]. Such variations require self-managing techniques
[15] which dynamically allocate resources among differentservices
on the basis of workload predictions. Autonomic grid architectures
provide basic mechanisms which dynamically re-configure service
center infrastructures and can be exploited for the fulfillment of
QoS requirements.

Many approaches have been proposed for the solution of the
WSC problem (see, e.g., [3, 7, 11, 19]) and they perform the op-
timization considering a single business process invocation. This
means that the WSC problem is independently solved for each in-
coming request. This approach can introduce a high overheadin
the computation because it does not take into account that the opti-
mal solution of then-th request can be often significantly close to
the optimal solution of the(n + 1)-th request.

In this paper we extend the Single-Instance WSC (SI-WSC) prob-
lem we proposed in [3] and address the Multiple-Instance WSC
(MI-WSC) problem optimizing the mapping between abstract and
concrete Web services for aset of requests simultaneously and al-
lowing the prior reservations of resources.

The framework proposed in this paper supports the executionof
Web services applications in autonomic grid environments.Re-
quests of composed Web service execution are submitted to grid
brokers specifying preferences and the set of local and global con-
straints. A broker solves the MI-WSC problem ensuring the fulfill-
ment of global and local constraints and taking into accountlim-
ited resources, variable QoS profiles of Web services and thelong
term process execution. Our optimization is performed periodically
within a given time interval and is based on short-term predictions
on the number of incominginstances, i.e. requests, which will be
submitted by users during the successive time interval.

We formulate the MI-WSC problem as a Mixed Integer Linear
Programming (MILP) problem. Since the optimal solution requires



a strong computational effort, we propose a greedy heuristic which
quickly computes a suboptimal solution. A comparison with a
bound on the global optimum of the problem reveals the heuristic
provides good results. Moreover, we experimentally show that our
new approach significantly reduces computation overheads with re-
spect to existing techniques.

The paper is organized as follows. Section 2 provides prelim-
inary notation and definitions used in the paper. In Section 3we
illustrate the reference grid framework. In Section 4 we propose a
MILP formulation for the MI-WSC problem and a heuristic for its
solution. Experimental results are further presented in Section 5.
Finally, Section 6 reviews other approaches proposed in thelitera-
ture and Section 7 draws conclusions and outlines future research.

2. PRELIMINARY NOTATION AND DEFI-
NITIONS

In the remainder of the paper we refer to abstract Web services as
tasks and to composed service execution requests asinstances. We
denote byI the number of tasks which belong to an instance, by
R the number of quality dimensions, and byN the predicted num-
ber of instances which will be submitted to grid brokers during the
successive control interval. Tasks and concrete Web services will
be indexed respectively byi and j, Web services operations will
be indexed byo, quality dimensions byr and instances byn. We
denote byWSi the set of indices of Web services able to execute
taski and byOPj the set of indices of operations implemented by
Web servicej. We considerR = 4 quality dimensions:execution
time, availability, price, andreputation which have been the basis
of other literature approaches [16, 17, 20, 7, 11].

The composed business process specification is written in BPEL.
As discussed in [3], we introduce some annotations in order to iden-
tify:

• global and local constraints on quality dimensions;

• the maximum number of iterations for cycles;

• the expected frequency of execution of conditional branches;

• QoS user preferences{ω1, . . . , ωR} such thatωr ≥ 0 and
P

r ωr = 1;

• Web service dependency constraints.

A global constraint predicates on quality attributes at process
level or on a subset of tasks of the specification while alocal con-
straint specifies the quality requirement for a particular task. For
example, a global constraint can impose that the execution time for
the whole business process is less than or equal to a given thresh-
old, while a local constraint can impose a limitation on the price of
a single task. Cycles of BPEL specifications are unfolded according
to the maximum number of iterations which can be evaluated from
past executions by inspecting system logs or can be specifiedby the
composite service designer as well as the frequency of execution of
conditional branches. If an upper bound for cycles execution can-
not be determined, then the optimization could not guarantee that
global constraints are satisfied [20]. Web service dependency con-
straints represent the case of stateful Web services in which two
tasks must be executed by the same Web service. Constraints and
BPEL annotations are specified by WS-Policy [2].

For simplicity, in the following definitions we assume that a
composite service is characterized by a single initial taskand a sin-
gle end task.

We refer to anexecution path as a set of tasks indices{1, . . . , i,
. . . , I} such that index1 represents the initial task,I the final task

and noia, ib belong to alternative branches. As shown in Figure 1,
execution paths can include parallel sequences and will be indexed
by k. We denote byAk the set of indices of tasks included in ex-
ecution pathk and byK the number of different execution paths
arising from the composed service specification. The evaluation
of ther-th quality dimension along execution pathk of instancen
will be denoted byqk

r,n. Note that the set of execution paths related
to an instance identifies all the possible execution scenarios of the
composite service. The optimization problem considers every pos-
sible execution paths according to their probability of executionpk

which can be evaluated by the product of the frequency of execu-
tion of branch conditions included in execution paths and annotated
in the BPEL specification.

We refer toglobal plan as a set of ordered triples{< (i, n), (j, o),
xi,n >} which associates each task executed by instancen, i.e.
(i, n), to a Web service operation invocation(j, o) at time instant
xi,n and satisfies constraints for every execution paths.
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Figure 1: Execution Paths

3. THE REFERENCE GRID ENVIRONMENT
In our framework, the grid infrastructure is composed by a set of

Virtual Organizations (VO) which share computing resources for
the attainment of a given goal [13]. VOs and end-users establish
SLA contracts for the service provisioning. VOs’ resourcesare rep-
resented by concrete Web services which are physically deployed
and executed byLocal Grids. A VO supports a limited number of
Web service operation invocations and can execute concreteWeb
service operations that are located in different VO sites.

Grid middleware provides basic mechanisms to manage the over-
all infrastructure of a service center, adapting the physical config-
uration to the requirements of varying incoming workloads,imple-
menting service differentiation and performance isolation of multi-
ple Web services.

As depicted in Figure 2, our framework exploits local grids mon-
itoring infrastructure and includes aService Registry, and aService
Broker.

Low level information provided by theGrid Monitoring Infras-
tructure is used to identify requests of different Web services op-
erations and to estimate requests service times (i.e., the CPU and
disk time required by the physical infrastructure to execute each
operation).

The Service Registry stores the variable QoS profiles and the
number of available invocations. As discussed in [3], QoS profiles



Figure 2: The reference grid environment

follow a discrete stepwise function that is periodic with period T
(see Figure 3) and are obtained taking into account seasonalwork-
load variations. The discrete time interval will be denotedby u,
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Figure 3: Example of a periodic QoS profile

the discretization interval size by∆. We assume that QoS profiles
are constant in each intervalu. The quality value for dimension
r, operationo of Web servicej in time intervalu will be denoted
by qj,o,u,r. In autonomic systems,∆ is about half an hour [1],
and if we assume that the incoming workload has a daily seasonal
component,T is 24 hours. Indexu ranges in{1, . . . , U}, where
U = ⌈E/∆⌉ andE denotes the execution time global constraint
for the composed process. We denote byNj,o,u the number of
available operationo invocations for concrete Web servicej which
can be executed in the time intervalu.

In order to simultaneously schedule multiple requests, theShort
Term Instance Predictor forecasts the number of instancesN which
will be submitted to theService Broker in the next control interval
u. As in [5], the Short Term Instance Predictor has been imple-
mented combining smoothing-exponential techniques, auto-regres-
sive-moving-average and polynomial regression models. TheLocal
Resource Allocator reserves local grid physical resources to differ-
ent Web service operation invocations in order to meet QoS require-
ments [3]. Since the high variability of the Internet workloads, the
allocator employs autonomic techniques for the dynamic allocation
of grid physical resources among different Web service invocations.

Application requirements are met adapting the physical infrastruc-
ture by exploiting grid middleware primitives (e.g. Globustoolkit
GRAM or EGEE WMS, [18]).

Finally, theBroker receives composed Web service execution re-
quests from VO members and external users, consults the local and
remote Service Registries in order to obtain QoS profilesqj,o,u,r

and available Web service operation invocationsNj,o,u, receives
the prediction on the number of instancesN for the next control
interval, and determines the global plan. Local grid resources are
subsequently reserved on the basis of the global plan identified by
the broker andNj,o,us are updated accordingly.

Note that, within the proposed framework, the execution plan
of an arriving request is pre-determined since the selection is per-
formed in the previous time interval. At the end of every control
time interval, the grid reserves resources according to theglobal
plan.

4. FORMULATION AND ALGORITHMS
FOR THE MI-WSC PROBLEM

In our framework, the broker of each VO, see Figure 2, solves a
MI-WSC problem for each time intervalu finding the optimal map-
ping between tasks and Web service operations forN instances.
Clearly, the broker solves the problem within intervalu.

Unless otherwise specified, we assume that indicesj ando re-
spectively range in setsWSi andOPj , where reference indicesi
andj will be clear from the context. Recall that if not otherwise
stated indicesi, u, r, k and n respectively range in{1, . . . , I},
{1, . . . , U}, {1, . . . , R}, {1, . . . , K} and{1, . . . , N}. Execution
time will be indexed byr = 1.

In Section 4.1 we give a MILP formulation of the MI-WSC prob-
lem. In Section 4.2 we show that the MILP optimal solution re-
quires a strong computational effort and makes unfeasible the anal-
ysis of real world workloads. Therefore, in Section 4.3 we propose
a greedy heuristic which quickly computes a suboptimal solution.

4.1 MILP Formulation
In the present paper we solve the MI-WSC for a fixed business

process specification, i.e. we assume that users require theexecu-
tion of the same application and imposes the same QoS constraints.
The goal of the MI-WSC problem is to maximize the average ag-
gregated value of QoS for all instances. The average is obtained
by considering all the possible execution scenarios, i.e. all the ex-
ecution pathsk arising from the composed service specification,
and their probability of executionpk. As we discussed in [4], the
aggregated value of QoS is obtained by applying the Simple Ad-
ditive Weighting (SAW) technique, one of the most widely used
techniques to obtain a scalar score from a list of dimensions. SAW
technique is applied to normalized aggregated values of quality.

The decision variables of our MILP model are

• yi,j,o,u,n ∈ {0, 1} is equal to1 if task i is executed by Web
servicej ∈ WSi with operationo ∈ OPj in time intervalu
for the instancen, otherwise0;

• wi,u,n ∈ {0, 1} is equal to1 if task i is executed in time
intervalu for the instancen, otherwise0;

• xi,n ∈ R
+ represents the time instant in which instancen

executes taski.

The objective function to maximize is:
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Termsvk
r,n in (1) are obtained through a normalization process

with a computational complexity which is linear in the number of
task [20]. A quality dimension ispositive (negative) if the higher
the value, the higher (the lower) the quality. For instance,theavail-
ability is a positive, while theprice is a negative quality dimension.
Thus, if r is a positive quality dimension we normalize the aggre-
gated valueqk

r,n as:
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wheremin qk
r,n = mink,r,n qk

r,n andmax qk
r,n = maxk,r,n qk

r,n.
Constraints family (2) ensures the mapping between each task i
and an operation of a concrete Web service. Constraints family
(3) relates variablesxi,n andwi,u,n and guarantees that if taski
is executed inu by instancen, i.e. wi,u,n = 1, then the execu-
tion of i starts in intervalu, otherwisexi,n can assume an arbitrary
value in[0, E]. Constraints family (4) relates variableswi,u,n and
yi,j,o,u,n: if for a generic instancen taski is executed by invoking
in intervalu the operationo of Web servicej, i.e. yi,j,o,u,n = 1,
thenwi,u,n is raised to1. Constraints family (5) takes into account
the grid finite resources limiting the number of invocationsfor a
given Web service operationo executed in intervalu. Constraints
family (6) represents the quality of every task in term of thequality
of the selected service. Constraints family (7) representsprece-
dence constraints for subsequent tasks in the activity diagram. If
taskib is a direct successor of taskia (indicated asia → ib), then
the execution of taskib starts after taskia termination.

Finally, constraints family (8) guarantees that the execution time
of each composed process is less than or equal to the execution
time global constraintE while constraints family (10) represents

the global constraints to be fulfilled for the remainder quality di-
mensions evaluated along thek-th execution path. The inequality
is ≥ (≤) for positive (negative) quality parameters. Coefficients
γk

i,r depend on the composition rule of the quality parameter. For
instance, the reputation is evaluated as the average of the reputation
of the Web service operation invocations, i.e.γk

i,r = 1/|Ak |, while
the price is given by the sum of invocations prices, i.e.γk

i,r = 1
[20].

In order to handleWeb services dependency constraints which
represent the possibility that two taskia andib must be executed
by the same Web service, we introduce constraints
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In order to handle local constraints on quality dimensionr for a
single taski, i.e. Qr

i , we also introduce constraint:

X

j
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qj,o,u,ryi,j,o,u,n [≥ | ≤] Qr
i

which predicates on each instancen. As constraints (10), the in-
equality is≥ (≤) for positive (negative) quality parameters.

4.2 MI-WSC Complexity
In [4] we have shown that the problem of Web services selection

for a single instance when the quality profiles are constant is equiv-
alent to a Multiple-Choice Multi-Dimensional Knapsack Problem
which is NP-hard. Thus also the MI-WSC problem is NP-hard.

For the SI-WSC problem [3], which can be easily obtained im-
posingN = 1 in the MI-WSC problem, the optimum solution is
still hard to compute, however good results have been obtained lim-
iting the computation to a minute: we have shown that the average
percentage relative error between the approximate solution and the
global optimum is 1.5%.

Brokers have to determine global plans within time intervalu.
The introduction of the free variablen significantly increases the
computational effort required to obtain the optimum solution and
the employment of commercial solvers does not suffice, sincemem-
ory and solution time limit are reached even for very small prob-
lem size instances. Therefore, we propose a greedy heuristic which
quickly computes a suboptimal solution which is discussed in the
next section.

4.3 The Heuristic Solution
The heuristic we propose for the MI-WSC problem is a greedy

algorithm based on the solution of the SI-WSC problem [3] which
maximizes the average aggregated value of QoS for a single in-
stance. The SI-WSC solution is obtained by running the MI-WSC
problem withN = 1.

The basic idea relies on the fact that assuming an infinite number
of resources, i.e. relaxing constraints (5) in the MI-WSC problem,
every instance will have the same global plan which is equal to the
global plan obtained optimizing a single instance. We exploit this
idea in order to instantaneously optimize a numberC of successive
instances saturating critical resources. For the sake of simplicity, in
the following we assume that the SI-WSC probem is always feasi-
ble, otherwise an adimission control scheme has to be introduced
which rejects some incoming requests.



Let T n
j,o,u be the number of tasks of instancen executed by op-

erationo of Web servicej at time intervalu.
The heuristic is shown in Algorithm 1. Our greedy approach ex-

Algorithm 1 Heuristic for the MI-WSC problem
1: n← 1;
2: while n ≤ N do
3: Solve the SI-WSC problem for instancen;

4: C ← minj,o,u

jNj,o,u

T n
j,o,u

k

;

5: Adopt the task to Web services assignment for instancesn+
1, . . . , n + min{C, N − n};

6: for all i, j, o, u do
7: if yi,j,o,u(n) == 1 then
8: Nj,o,u ← Nj,o,u −min{C, N − n}T n

j,o,u;
9: end if

10: end for
11: n← n + C;
12: end while

ploits the fact that if the SI-WSC solution for instancen assigns
taski on Web servicej during time intervalu then the solution of
the(n + 1)-th instance will have the same mapping if there exists
a sufficient number of resources, i.e. if eachNj,o,u is still greater
than or equal toT n

j,o,u. Thus, we can instantly assign the maxi-
mum number of successive instances,C, which keeps eachNj,o,u

greater than or equal to zero. Then, we iteratively re-run the SI-
WSC problem for the (n + C + 1)-th instance and compute again
C until the task to Web service assignment is computed for all the
instances.

With Algorithm 1 we reduce brokers computation overheads be-
cause, whenever a request arrives to a broker, its optimal global
plan has already been computed.

5. EXPERIMENTAL RESULTS
We evaluate the effectiveness of our approach measuring both

the accuracy of Algorithm 1 and computation times savings with
respect to existing approaches based on the classic solution of a
single instance. Experimental analyses have been performed im-
plementing a software prototype based on the ILOGCPLEX opti-
mization library. The approach has been tested on about300 ran-
domly generated instances. The analyses have been performed on
a 3 GHz Intel Pentium-D Workstation.

In Section 5.1 we provide parameters used for the evaluation. In
Section 5.2 we evaluate the performance of Algorithm 1 comput-
ing the gap with respect to a bound of the global optimum of the
problem and measuring computation times savings for real world
workloads.

5.1 Parameters
The problem instances have been randomly generated as follows.

N has been varied from100 to 180. I has been varied between10
and90. We have varied the number of candidate Web services op-
erations per task from5 to 20 with step5, while Nj,o,u has been
randomly generated between20 and40 with a uniform distribu-
tion. The execution time global constraint has been set to24 hours
and∆ has been set equal to one hour. Quality of service values
of candidate Web services have been randomly generated accord-
ing to the values reported in the literature (see [4]). Availability
values were randomly generated assuming a uniform distribution
in the interval0.95 and0.99999. Reputation was determined in
the same way but considering the range[0.8, 0.99]. As in [9], we

assume that the execution time has a gaussian distribution.We as-
sumed that the price of each service invocation was proportional
to service reputation and availability and inversely proportional to
the execution time (i.e., the higher is the execution time ofa Web
service operation invocation, the lower is the price). Finally, the set
of weightsωr has been randomly generated and weights have been
adjusted to sum1.

5.2 Heuristic Solution Evaluation
As discussed in Section 4.2, the optimum of the MI-WSC prob-

lem cannot be computed for real world workloads and composed
Web services. Therefore, we first evaluate the accuracy withre-
spect to a bound. Since we formulated the MI-WSC problem as
a maximization problem, the feasible solution computed by Algo-
rithm 1 is less than or equal to the optimum, thus we measure the
gap with respect to anupper bound on the optimum which can be
easily obtained relaxing finite resource constraints (5), i.e. assum-
ing Nj,o,u = +∞. The bound is computed running the SI-WSC
problem for the first instance and adopting the same task to Web
service mapping for the remainingN − 1 instances.

Let XM be the aggregated QoS value obtained by running Al-
gorithm 1 andXB be the QoS aggregated value computed by the
upper bound. We measure the percentage gap as

%gap=
XB −XM

XM
· 100%. (11)

The optimization execution time varies with the size of the prob-
lem. Since the broker has to solve the MI-WSC problem efficiently,
for each instance the CPLEX execution time has been limited to
one minute. CPLEX can find the optimum for a single instance
within one minute for small problem size instances. Table 1 re-
ports, as an example, the percentage gap between the approximate
solution of Algorithm 1 and the problem upper bound for20 ran-
domly generated problem instances of different size. In this case
the maximum gap is 18.3% while on average the gap is 7.8%. Note
that in the instance withI = 100, N = 158 and |WSi| = 5
the problem was unfeasible because the global constraints were too
stringent.

I |WSi| N % gap
5 158 8.19

50 10 170 10.75
15 135 7.97
20 172 9.73
5 161 2.66

60 10 104 1.34
15 116 1.37
20 108 1.27
5 128 2.32

70 10 140 2.28
15 160 8.68
20 131 7.18
5 158 unfeasible

100 10 168 18.13
15 123 16.33
20 166 18.30

Table 1: Percentage gap between the approximate and global
optimum solutions

Computation time savings have been computed by measuring
the overhead of the approach we presented in [3] which performs
the optimization on the basis of a single request. We denote by



T (N) the CPU time required by Algorithm 1 to optimizeN in-
stances and byT ′(N) = NT (1) the related CPU time required by
the single instance based technique. We also denote byS(N) =
T ′(N)/T (N) the speed-up. Results are reported in Table 2, where
we consider a business process withI = 100 and show that the
overhead is significantly reduced up to a factor of 5. We retain that
a loss of accuracy of about 8% could be acceptable considering the
significant reduction of the computation time.

N T T ′ S
100 100 21 4.76
110 110 21 5.24
120 120 25 4.8
130 130 24 5.42
140 140 30 4.67
150 150 36 4.17
160 160 45 3.56
170 170 52 3.27
180 180 60 3

Table 2: CPU time (in minutes) and speed-up.

6. RELATED WORK
Recently, dynamic Web service composition have attracted great

interest in the research community. The best set of servicesare
selected by solving an optimization problem, and are invoked at
run time by implementing adynamic/late binding mechanism.

The work in [20] presents a middleware platform for Web ser-
vices selection and execution, where local and global optimization
constraints are considered.

In [6] the complexity of some variants of the SI-WSC problem is
analyzed, while an overview of heuristic techniques can be found in
[14]. In [19] the SI-WSC problem is modeled as a multiple choice
multiple dimension knapsack problem and as a graph constrained
optimum path problem. Ad-hoc efficient techniques are proposed
to identify sub-optimal solutions of the problem, but composed pro-
cesses which include only a single execution path are considered.

The work presented in [7] proposes a genetic algorithm for the
solution of the SI-WSC problem. The work is based on the reduc-
tion formulas presented in [8]. In [11], the multi-objective evo-
lutionary approach NSGA-II (Non-dominated Sorting Genetic Al-
gorithm, see [12]) is implemented, which identifies a set of solu-
tions Pareto optimal without introducing a ranking among different
quality dimensions. Every identified solution is characterized by
the fact that no other plans exist such that a quality dimension is
improved without worsening the other ones.

The above mentioned works considered the optimization of a
single instance of the composed process with a constant Quality
of Service Profile. In [3], we considered varying QoS profilesand
long lived execution of business processes. In this paper weex-
tended [3] by considering the optimization of several instances of a
business process as a single optimization problem.

7. CONCLUSIONS
This paper presents a novel approach for the solution of the well

known WSC problem. Since successive composed Web services
execution requests can have the same task to Web service assign-
ment, we address the MI-WSC problem optimizing simultaneously
the set of requests which will be submitted to the system in the
successive time interval instead of independently computing a so-
lution for each incoming request. Our optimization is builton an

autonomic grid computing infrastructure, where the service selec-
tion is performed in order to guarantee quality metrics perceived
by end-users. The number of instances submitted in the successive
time interval is based on a prediction provided by the grid infras-
tructure. Since, within this approach the plan of executionof an
incoming request is already pre-determined, the computation over-
heads needed to perform the optimization can be dramatically re-
duced. The MILP formulation of the MI-WSC problem requires
a strong computational effort and we proposed a greedy heuristic
which quickly computes a sub-optimum solution. Experimental
results show that the heuristic provides good quality solutions sig-
nificantly reducing the computational effort (up to a factorof five).

We leave as future work the more general case in which users can
access various types of business applications which are described
by different BPEL specifications.
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